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Emerging Interest in AI Consciousness: 

• The question of AI consciousness is gaining 
public and scientific attention. 

• Rapid AI advancements lead many to equate AI's 
conversational capabilities with consciousness. 

Neuroscientific Approach to AI Consciousness: 
• AI consciousness should be assessed through 

neuroscientific theories. 
• Prominent theories include recurrent processing 

theory and global workspace theory. 
Scientific Tractability of AI Consciousness: 

• Assessing consciousness in AI is scientifically 
feasible. 

• Research findings on human consciousness can 
inform AI assessments. 

Rubric for AI Consciousness Assessment: 
• The report proposes a list of 'indicator properties' 

for AI consciousness. 
• Initial evidence suggests these properties can be 

integrated into current AI systems. 
Core Tenets of the Study Method: 

• The report adopts computational functionalism as 
a working hypothesis. 

• Neuroscientific theories guide assessments of 
consciousness-related functions in AI. 

Theory-Heavy Approach Recommended: 
• Investigating AI functions related to 

consciousness theories is preferred. 
• Behavioral tests for AI consciousness are deemed 

unreliable. 
Indicator Properties of Consciousness: 

• A set of indicator properties is derived from 
multiple consciousness theories. 

• Possession of more indicator properties increases 
the likelihood of AI consciousness. 

Exclusions from the Analysis: 
• Integrated information theory is not considered 

due to incompatibility with computational 
functionalism. 

• Agency and embodiment may serve as indicator 
properties under certain computational features. 

Global Workspace Theory: 
• Describes multiple specialized systems (modules) 

operating in parallel. 

• Highlights the limited capacity of workspace 
leading to selective attention. 

Computational Higher Order Theories: 
• Focus on generative and metacognitive processes 

to enhance perception. 
• Agency guided by feedback and a system for 

updating beliefs. 
Attention Schema Theory: 

• Introduces a predictive model that controls and 
represents attention. 

• Enhances understanding of the state of attention 
for improved task execution. 

Predictive Processing: 
• Utilizes input modules that employ predictive 

coding strategies. 
• Aims to refine perception through anticipatory 

models. 
Agency and Embodiment: 

• Learning through feedback allows flexible 
responsiveness to goals. 

• Embodiment involves modeling input-output 
contingencies for better control. 

AI System Implementations: 
• Existing AI systems demonstrate various 

properties highlighted in theories. 
• New systems require experimentation to integrate 

multiple properties effectively. 
Existing AI Case Studies: 

• Analysis of Transformer-based models and 
DeepMind's Adaptive Agent. 

• Exploration of embodied models like PaLM E for 
understanding indicator properties. 

Future Research Recommendations: 
• Emphasizes the need for further studies on 

consciousness in AI. 
• Raises concerns about the moral and social 

implications of conscious AI development. 
Introduction to AI Consciousness: 

• The report discusses the possibility of 
consciousness in AI systems and the scientific 
evidence surrounding it. 

• It emphasizes the ambiguity and complexity of 
defining consciousness and the varying expert 
opinions on the subject. 

Scientific Theories of Consciousness: 
• The report presents scientific theories of 

consciousness that can be applied to assess the 
consciousness of AI systems. 

• These theories offer tools for understanding 
properties and functions associated with 
consciousness. 

The Role of Large Language Models: 
• The emergence of large language models may 

lead to misconceptions about AI having 
consciousness due to their human-like 
conversational abilities. 



• This raises important moral and social 
implications for society and interactions with AI. 

Consciousness and Experience: 
• Consciousness is defined in terms of having or 

being capable of having subjective experiences. 
• The distinction between phenomenal 

consciousness and universal consciousness is 
crucial in the context of AI. 

Positive and Negative Examples of Consciousness: 
• The report uses positive and negative examples to 

clarify what constitutes conscious experiences. 
• It discusses sensory experiences, emotions, and 

cognitive processes, differentiating between 
conscious and unconscious states. 

Defining Access vs. Phenomenal Consciousness: 
• Access consciousness refers to cognitive states 

available for reporting and reasoning, which 
differs from phenomenal consciousness. 

• The relationship between these two forms of 
consciousness remains a topic of exploration. 

Assumptions in AI Consciousness Research: 
• The report outlines the assumptions and 

methodologies for investigating AI consciousness. 
• It aims to promote understanding through a 

mainstream, interdisciplinary perspective on the 
subject. 

Future Implications for AI Development: 
• The possibility of developing conscious AI raises 

significant ethical questions for developers and 
society. 

• Better understanding of these topics is essential 
for navigating future advancements in AI 
technology. 

Computational Functionalism as a Basis for 
Consciousness: 

• Computational functionalism posits that 
computational processes are both necessary and 
sufficient for consciousness. 

• This perspective allows for the possibility of non-
organic systems achieving consciousness. 

Scientific Theories Informing Consciousness: 
• Neuroscientific research aids in outlining 

functions needed for consciousness, driving 
scientific theories related to it. 

• These theories provide valuable criteria for 
assessing the consciousness potential of AI 
systems. 

Theory-Heavy Approach to Consciousness in AI: 
• A theory-heavy approach focuses on functional 

and architectural conditions rather than outward 
behaviors of AI systems. 

• This method enables a more accurate evaluation 
of AI’s potential consciousness based on 
neuroscientific theories. 

Nature of Consciousness: All or Nothing?: 

• The text presents consciousness as a binary state 
while acknowledging the possibility of gradations 
or indeterminate states of consciousness. 

• AI systems may exist in a blurry zone between 
consciousness and non-consciousness. 

Degrees and Dimensions of Consciousness: 
• Consciousness might not only fluctuate on a 

single scale but across multiple dimensions. 
• Some AI systems could possess various degrees of 

consciousness or elements that contribute to a 
conscious experience. 

Credence and Uncertainty in Consciousness Assessment: 
• Assessing AI consciousness involves estimating 

confidence levels regarding its potential to be 
conscious. 

• Rational credence in AI consciousness claims can 
guide ethical and practical decisions concerning 
AI deployment. 

Role of Computational Characteristics: 
• Computational functionalism suggests that any 

system’s consciousness depends on its functional 
organization and algorithm implementation. 

• Consciousness is viewed as potentially multiply 
realizable across different substrates, not limited 
to biological entities. 

Implications of Computational Functionalism: 
• Awareness that systems with varying algorithms 

may show disparate consciousness despite 
performing similar computational functions. 

• Acknowledges that physical makeup alone does 
not determine consciousness without considering 
the functional roles involved. 

Computational Functionalism and Consciousness: 
• Computational functionalism suggests 

consciousness relates to a computational role in 
systems. 

• If true, similar computational features could 
define consciousness in both humans and AI. 

Empirical Support for Consciousness Theories: 
• Scientific theories of consciousness are backed by 

extensive neuroscientific research. 
• These theories highlight specific neural correlates 

necessary for consciousness. 
Differentiating Theories of Consciousness: 

• Scientific theories differ from metaphysical 
theories by focusing on observable phenomena. 

• Metaphysical theories address the nature of 
consciousness in relation to the material world. 

Challenges in Reporting Consciousness: 
• Relying on subjects’ reports to study 

consciousness presents methodological issues. 
• The complexity of conscious experiences may 

lead to inaccurate identifications of neural 
correlates. 

Alternative Methods for Assessing Consciousness: 



• No report paradigms and metacognitive 
judgments are suggested for measuring 
consciousness. 

• These methods aim to mitigate report confounds 
in traditional experimental designs. 

Consciousness in Non-Human Creatures: 
• Studying consciousness in non-human animals is 

crucial for understanding varied brain processes. 
• Current theories mainly derive from data on 

healthy adult humans, highlighting a knowledge 
gap. 

Exploring AI Consciousness: 
• Theories of consciousness can inform assessments 

of potential consciousness in AI systems. 
• Understanding consciousness in animals can 

provide insights into AI cognitive processes. 
Metaphysical Perspectives on Consciousness: 

• Major metaphysical theories include materialism, 
property dualism, panpsychism, and illusionism. 

• Materialism asserts consciousness is physical, 
while property dualism argues for both physical 
and phenomenal properties. 

Consciousness and Panpsychism: 
• Panpsychism suggests that only certain macro 

entities, like humans, experience consciousness. 
• It posits that the phenomenal aspects of 

fundamental entities combine to form these 
conscious experiences. 

Illusionism Explained: 
• Illusionism asserts that our understanding of 

consciousness may be an illusion, either denying 
its existence or misrepresenting its features. 

• Strong illusionists recognize quasi-phenomenal 
properties, where brain states are misrepresented 
as having conscious qualities. 

Neuroscience's Role: 
• If materialism holds true, neuroscience must 

identify which brain states correspond to 
conscious experiences. 

• Both property dualism and panpsychism suggest 
that some brain states are conscious and should be 
examined scientifically. 

Theory Heavy Approach to AI Consciousness: 
• The theory heavy approach employs 

computational functionalism to connect 
computational processes with consciousness. 

• It suggests that understanding AI consciousness 
involves comparing its processes to those outlined 
in scientific theories. 

Limitations of the Theory Heavy Approach: 
• There are challenges in using human-derived 

evidence to determine consciousness in non-
human systems. 

• We need more empirical support to establish what 
processes are sufficient for consciousness across a 
broader spectrum. 

Behavioural Tests in AI: 
• Behavioural tests, such as the Artificial 

Consciousness Test, attempt to measure AI 
consciousness but face limitations. 

• AI systems may simply mimic human behaviour, 
potentially misleading assessments of their 
consciousness. 

Emerging Concerns in AI: 
• Non-conscious AI systems may give the 

impression of consciousness, blurring the lines for 
users. 

• Future assessments of AI consciousness need to 
address this risk while developing reliable 
indicators. 

Scientific Theories of Consciousness: 
• The essay reviews various scientific theories that 

provide indicators to assess consciousness in AI. 
• It emphasizes the need for indicators relevant to 

AI rather than adhering to a single theory. 
Introduction to Recurrent Processing Theory: 

• Recurrent Processing Theory (RPT) posits that 
consciousness arises from specific activities in 
localized brain areas, primarily visual processing. 

• The theory differentiates between conscious visual 
experiences and merely unconscious 
representations based on stages of processing. 

Process of Recurrent Processing: 
• RPT suggests that an initial feedforward sweep in 

visual areas isn't sufficient for consciousness, 
which requires recurrent processing for organized 
representations. 

• This process entails signals sent back from higher 
visual areas to lower ones, leading to a conscious 
perception of the scene. 

Evidence Supporting RPT: 
• Experiments show that recurrent processing is 

necessary for conscious vision, with evidence 
from techniques like backward masking and brain 
stimulation. 

• Critiques against rival theories indicate that 
additional processing in other brain areas, such as 
the prefrontal cortex, is not essential for visual 
consciousness. 

Contrasts with Global Theories: 
• RPT contrasts with global workspace theories, 

which argue that widespread brain activity is 
needed for consciousness. 

• It posits that consciousness can arise 
independently of attention and functions in 
generalized brain areas. 

Indicators of Consciousness in AI: 
• RPT provides indicators for assessing AI 

consciousness, notably algorithmic and 
implementational recurrence in processing. 



• Algorithmic recurrence can be present in existing 
AI systems, suggesting a path to gauge their 
consciousness potential. 

Feature Extraction vs. Perceptual Organization: 
• While feature extraction may occur 

unconsciously, RPT emphasizes the need for 
perceptual organization for conscious vision. 

• This distinction is important as it highlights how 
integrated perceptual representations are linked to 
consciousness. 

Limitations of RPT Interpretations: 
• The theory might be limited to visual 

consciousness and not address other conscious 
experiences or necessary conditions for them. 

• A biological interpretation suggests specific 
neural mechanisms are essential for 
consciousness, which may be non-applicable to 
artificial systems. 

Conclusion on RPT's Theoretical Implications: 
• RPT's concepts are critical in evaluating 

consciousness perception, both in biological and 
artificial contexts. 

• The theory advances discussions on consciousness 
by offering a structured framework to analyze 
perceptual processes. 

Introduction to Global Workspace Theory: 
• The Global Workspace Theory (GWT) posits that 

consciousness arises from specialized modules 
integrating to perform cognitive tasks. 

• Modules work independently but are connected 
through a global workspace, allowing for 
coordinated information sharing. 

Consciousness and the Global Workspace: 
• GWT argues that a state is conscious if it is 

represented in the global workspace and is 
accessible to multiple cognitive modules. 

• The concept of 'ignition' is crucial, wherein strong 
perceptual representations become conscious once 
they are broadcast globally. 

Evidence Supporting Global Workspace Theory: 
• Empirical studies using various brain imaging 

techniques show that consciousness is correlated 
with widespread neural activity, particularly in the 
prefrontal cortex. 

• Conscious states are characterized by sustained 
activity, while unconscious states involve 
restricted neural activation. 

Role of Perception in Consciousness: 
• Perception strengthens representations competing 

for entry into the global workspace based on 
stimulus relevance and attention. 

• Amplified perceptual representations enable them 
to win the 'contest' for representation in 
consciousness. 

Implications of GWT for Artificial Intelligence: 

• GWT raises questions about how AI systems can 
achieve consciousness-like states via workspace 
mechanisms. 

• Identifying how closely an AI must mimic human 
cognitive architecture to foster a global workspace 
is still under investigation. 

Challenges in Defining Consciousness in AI: 
• Determining the necessary conditions for a system 

to be conscious under GWT poses several 
challenges, including the nature of workspace 
architectures. 

• The similarity between human cognitive processes 
and those in AI systems in terms of representation 
and selection processes remains unclear. 

Conceptual Distinctions in Consciousness: 
• GWT can be viewed as both a theory of access 

consciousness and phenomenal consciousness, 
suggesting a potential overlap between the two. 

• Access consciousness is defined as information 
available for rational decision-making and action 
control. 

Future Directions in Consciousness Research: 
• Continued research into neurological functions 

across species may help elucidate the nature of 
consciousness related to GWT. 

• Comparing AI systems with the hypothesized 
features of the global workspace may enhance 
understanding of consciousness in artificial 
contexts. 

Global Workspace Theory Overview: 
• Global Workspace Theory (GWT) explores how 

consciousness integrates information from various 
modules. 

• It posits that specialized systems must operate in 
parallel for effective consciousness. 

Role of Modules: 
• Modules can perform unconscious tasks and 

process different types of information. 
• More differentiated modules may contribute to a 

system's potential for consciousness. 
Bottleneck in Information Flow: 

• GWT emphasizes a bottleneck in information 
flow, which limits workspace capacity. 

• This limitation allows efficient sharing of 
information among modules. 

Global Broadcast Mechanism: 
• Information in the global workspace is broadcast 

to all modules, enhancing interaction. 
• This broadcast enables feedback from the 

workspace to input modules, influencing 
processing. 

Attention Mechanisms: 
• A state-dependent attention mechanism selects 

which information is represented in the 
workspace. 



• Both top-down and bottom-up attention influences 
are essential for effective processing. 

Complex Task Execution: 
• GWT facilitates complex tasks by allowing 

modules to interact in a controlled manner. 
• The workspace can query modules sequentially to 

achieve specific goals. 
Comparative Analysis with Other Theories: 

• GWT offers significant proposals for 
implementations in artificial systems compared to 
other consciousness theories. 

• This theory delineates how artificial systems 
could mimic aspects of human consciousness. 

Neuroscience vs. Machine Learning Attention: 
• Attention concepts differ in neuroscience and 

machine learning, with self-attention prevalent in 
AI. 

• Understanding attention's biological basis poses 
challenges for fully equating AI mechanisms to 
human cognition. 

Distinction Between Representation Types: 
• Higher order representations reflect thoughts 

about other representations, while first order 
representations reflect direct perceptions of the 
world. 

• A visual representation, like that of a red apple, 
exemplifies a first order mental state. 

Consciousness and Awareness: 
• Consciousness is linked to the awareness of one's 

mental states, necessitating higher order 
representation. 

• The simple argument suggests that awareness 
entails the representation of mental states. 

Development of Higher Order Theories: 
• Recent advancements have been influenced by 

neuroscience and concepts from metacognition, 
leading to refined higher order theories. 

• Prominent theories include higher order thought 
theory and the perceptual reality monitoring 
theory (PRM). 

Core Claim of Perceptual Reality Monitoring Theory: 
• PRM posits that consciousness arises from 

distinguishing relevant perceptual activity from 
noise. 

• A reality monitoring mechanism helps identify 
reliable first order representations. 

Similarities with Higher Order State Space Theory: 
• HOSS also claims awareness is a higher order 

state, connecting consciousness to metacognitive 
inference. 

• Both PRM and HOSS emphasize cognitive 
functions of the prefrontal cortex in 
consciousness. 

Experimental Evidence Supporting Higher Order 
Theories: 

• Studies indicate differences in consciousness can 
occur without corresponding differences in task 
performance. 

• Results challenge predictions made by Global 
Workspace Theory (GWT) regarding 
consciousness and task performance. 

Indicators for Consciousness in Computational Theories: 
• Computational higher order theories propose 

indicators for consciousness based on 
metacognitive monitoring. 

• Two identified indicators relate to distinguishing 
reliable perceptual representations from noise. 

Implications for AI Consciousness: 
• Current AI systems may not meet the conditions 

for consciousness as outlined by PRM. 
• Effective perceptual reality monitoring must 

output to systems for belief formation and rational 
decision-making. 

Reality Monitoring Mechanism: 
• Perceptual representations are tagged as real by a 

monitoring mechanism, guiding agent actions. 
• This mechanism plays a critical role in 

determining which perceptual states can be relied 
upon for decision-making. 

Holistic Belief System: 
• The belief formation and action selection system 

is holistic, allowing for dynamic examination of 
beliefs. 

• Metacognitive monitoring encourages continuous 
updates to beliefs based on new information. 

Quality Space Theory: 
• Conscious mental states are influenced by the 

discriminability of experiences as posited by 
quality space theory. 

• Phenomenal qualities are reduced to the 
discriminative abilities of a system, shaping 
subjective experiences. 

Implicit Knowledge in Consciousness: 
• Conscious experiences rely on implicit knowledge 

regarding similarity and discriminability between 
sensations. 

• Quality space theory is essential for understanding 
the functional aspects of conscious qualities. 

Sparse and Smooth Coding: 
• PRM asserts that consciousness requires qualities 

achieved through sparse and smooth coding in 
perceptual systems. 

• This coding method is effectively utilized in AI 
architectures, enhancing potential for conscious-
like behavior. 

Attention Schema Theory: 
• AST posits that consciousness arises from a model 

that aids in controlling attention and 
understanding mental states. 



• Higher-order representations of attention explain 
intuitive beliefs about consciousness and its 
complexities. 

Predictive Processing Framework: 
• Predictive processing serves as a comprehensive 

framework for cognitive processes, including 
consciousness. 

• The minimization of prediction errors in sensory 
input plays a crucial role in distinguishing 
conscious from non-conscious experiences. 

Integration of Theories: 
• Different theories such as integrated information 

theory and predictive processing provide varied 
insights into consciousness. 

• Understanding consciousness requires 
acknowledging the interplay of multiple 
theoretical perspectives and empirical findings. 

Predictive Processing and Consciousness: 
• Predictive processing (PP) is viewed by some 

researchers as a necessary condition for 
consciousness. 

• The PP framework has influenced theories like 
Global Workspace Theory (GWT) and Higher-
Order Thought (HOT). 

Midbrain Theory of Consciousness: 
• Merker's midbrain theory posits that cortical 

processes are not essential for consciousness. 
• This theory emphasizes the integration of various 

information types for effective action selection. 
Unlimited Associative Learning (UAL): 

• UAL is proposed as an evolutionary marker 
indicating the transition to consciousness in 
species. 

• It necessitates multiple hallmarks associated with 
consciousness, combining them into a coherent 
framework. 

Hallmarks of Consciousness: 
• Some key hallmarks include global accessibility, 

selective attention, and integration of sensory and 
evaluative information. 

• The conditions defined by UAL align closely with 
other theories of consciousness, suggesting shared 
underlying mechanisms. 

AI Systems and Consciousness: 
• Current AI systems predominantly operate 

without the goal-pursuing capabilities inherent in 
conscious beings. 

• Examples like AlexNet illustrate the functional 
separation between AI and human-like agency and 
embodiment. 

Challenges for AI Indicators: 
• AI may achieve UAL through different 

architectures, complicating assertions of 
consciousness. 

• The UAL hypothesis serves primarily as a 
behavioral marker, which may not directly 
correlate with consciousness. 

Agency and Embodiment: 
• Many argue that agency and embodiment are 

crucial components of consciousness. 
• Differences in how AI systems interact with their 

environments versus conscious beings raise 
questions about AI consciousness. 

Future Exploration of Indicators: 
• The exploration of additional indicators will be 

necessary to assess consciousness models. 
• Understanding the cognitive capacities shared 

between AI systems and conscious animals will 
guide future research. 

Agency and Consciousness: 
• Agency is often considered necessary for 

consciousness, as reflected in various scientific 
theories. 

• The PRM theory posits that agency enables 
discrimination between sensory signals and noise, 
leading to belief formation. 

Philosophical Perspectives: 
• Several philosophers argue that consciousness 

necessitates agency, emphasizing its role in 
decision-making. 

• Hurley's view highlights that intentional agency 
ties conscious experiences to actions and 
perceptions. 

Indicators of Consciousness: 
• Three indicators of consciousness include being 

an agent, having flexible goals, and being an 
intentional agent. 

• These indicators suggest that agency strengthens 
the likelihood of consciousness in systems. 

Definition of Agency: 
• Russell and Norvig define an agent as a system 

that perceives and acts upon its environment. 
• However, a more nuanced conception of agency 

focuses on interactions that influence future 
inputs. 

Learning and Agency: 
• A fundamental aspect of agency is the ability to 

learn from interactions with the environment. 
• Dretske's arguments differentiate agents based on 

their sensitivity to feedback and learning. 
Reinforcement Learning (RL): 

• RL systems are highlighted as meeting criteria for 
agency through goal pursuit and environmental 
interaction. 

• Despite RL's utility, it is not considered the only 
method to establish agency in systems. 

Flexibility in Goals: 
• Flexible responsiveness to competing goals is 

crucial to agency and may link closely to 
consciousness. 



• Two forms of flexibility involve learning new 
goals and adapting to changing needs based on 
conditions. 

Intentional Agency and Action: 
• Intentional agency encompasses actions based on 

rational relationships among beliefs and desires. 
• This form of agency is akin to model-based 

reinforcement learning in animals, allowing for 
complex decision-making. 

Conceptions of Agency: 
• Agency can exist in systems not embodied, 

exemplified by AlphaGo's capabilities in Go 
despite lacking physical form. 

• Embodied systems interact in environments, 
constrained by position, requiring complex control 
over actions. 

Philosophical Perspectives on Embodiment: 
• Clark's philosophical account emphasizes the 

body as essential for willed action and intelligent 
offloading. 

• Embodied agents leverage their physical context 
to facilitate cognitive tasks, enhancing their 
problem-solving abilities. 

Consciousness and Perspective: 
• Having a perspective, as proposed by Hurley, 

links consciousness with agency, implying 
experiential influence based on actions. 

• Agents must track movements and input changes 
to distinguish self-caused effects from 
environmental ones. 

Sensorimotor Theory of Consciousness: 
• Conscious experiences derive from interaction 

with the environment, based on implicit 
sensorimotor knowledge. 

• Learning input-output contingencies is essential 
for the perceptual experience and consciousness. 

Self-Maintaining Systems and Consciousness: 
• Consciousness may depend on systemic self-

maintenance and autopoiesis, reflecting 
characteristics of living organisms. 

• This self-maintenance integrates sensing and 
responding, highlighting the connection between 
agency and selfhood. 

Material Composition and Metabolic Processes: 
• Conscious systems might require specific material 

compositions and metabolic processes at the 
nanoscale. 

• The behavior of molecules in water supports self-
maintenance, linking it to consciousness. 

Compatibility with Computational Functionalism: 
• Debate exists regarding whether conditions for 

consciousness, like self-maintenance, align with 
computational functionalism. 

• Systems may perform similar computations under 
differing conditions, challenging the notion of 
agency's necessity for consciousness. 

Implications of Agency and Embodiment: 
• Embodied systems uniquely represent the effects 

of actions on inputs, contributing to a different 
understanding of interaction. 

• Recognition of self and environmental movement 
is crucial for distinguishing agency in conscious 
experiences. 

System Interactions and Consciousness: 
• A system can appear to interact with its 

environment without genuine dependency 
between inputs and outputs. 

• Indicators for agency and consciousness should be 
framed narrowly, avoiding reliance on external 
factors. 

Embodiment and Consciousness: 
• Embodiment involves having a model that 

represents how outputs affect inputs, crucial for 
consciousness. 

• Even virtual agents can be considered as 
embodied if they utilize such models effectively. 

Indicators of Consciousness: 
• Key indicators include agency, flexible goals, 

intentionality, perspective, embodiment, and self-
maintenance. 

• Some indicators were refined or excluded to 
maintain clarity and avoid redundancy. 

Temporal Nature of Consciousness: 
• Human consciousness appears integrated over 

time with continuous experiences. 
• Disjointed or brief conscious experiences 

challenge the necessity of temporal integration for 
consciousness. 

Algorithmic Recurrence: 
• Recurrence in processing is essential for 

experiences to represent change, supporting 
claims of consciousness. 

• Preservation of past information influences 
present processing, linking it to the character of 
conscious experience. 

Theories Supporting Consciousness Assessment: 
• The discussed theories offer frameworks for 

evaluating the potential consciousness of AI 
systems. 

• Indicators provide a rubric and vary in strength, 
impacting their contribution to assessing 
consciousness likelihood. 

Recurrent Processing Theory: 
• RPT emphasizes the role of algorithmic 

recurrence in integrating perceptual 
representations. 

• Multiple input modules enhance the overall 
processing capacity and complexity of 
consciousness. 

Global Workspace and Attention: 
• Global workspace theory outlines the need for 

multiple specialized systems working in tandem. 



• Selective attention mechanisms are essential for 
managing the flow of information and facilitating 
complex tasks. 

Consciousness in AI: 
• The findings raise questions about the 

implementation of consciousness in current and 
near-future AI systems. 

• The exploration involves both evaluating existing 
AI models and discussing theoretical frameworks 
related to consciousness. 

Indicator Properties: 
• Indicator properties derived from theories like 

GWT, UAL, and PRM can assess consciousness 
in AI systems. 

• There is a complexity in interpreting these 
properties as better precision may require going 
beyond existing scientific theories. 

Interdisciplinary Collaboration: 
• Combining insights from neuroscientists and AI 

researchers may lead to more refined theories of 
consciousness. 

• This collaboration aims to enhance empirical 
methods for evaluating consciousness in AI 
systems. 

Architectural Limitations: 
• Not all AI systems that demonstrate advanced 

behavior are guaranteed to have consciousness-
related capabilities. 

• Enhancing understanding requires interpretability 
methods to analyze AI's internal workings and its 
reliance on learned models. 

Computational Theories of Consciousness: 
• Most conditions for consciousness outlined in 

current computational theories could be satisfied 
with existing AI techniques. 

• The discussion suggests the possibility that 
conscious AI systems could be developed without 
new hardware advancements. 

Implementing RPT and PP Indicators: 
• Algorithms like recurrent neural networks are 

effective for implementing RPT and PP indicators 
in AI systems. 

• Studies show that predictive coding in computer 
vision enhances sensitivity to global features, 
contrasting local feature focus in traditional 
models. 

Perceptual Organization Challenges: 
• Current vision models may excel in classification 

but lack capabilities for organized visual scene 
representation. 

• Investigations highlight that some advanced 
models, like PredNet, can infer broader contextual 
objects from visual inputs. 

General Workspace Theory (GWT): 

• Implementing GWT in AI has been explored 
through specialized neural networks and 
generative modules. 

• Recent studies show promise in adapting GWT 
principles to enhance AI's capability in mimicking 
human-like processing. 

Global Workspace Architecture: 
• The architecture is a shared latent space that 

enables unsupervised translation of 
representations across modules. 

• It features bottleneck, global broadcast, and state-
dependent selection mechanisms. 

Open Questions on Attention Mechanism: 
• Training the attention mechanism to select inputs 

for the workspace remains an open question. 
• The system lacks a working setup that fulfills all 

requirements for global workspace theory (GWT). 
Module Specialization and Training: 

• Specialized modules must function in parallel to 
enable effective global broadcasting. 

• These modules can be independently trained or 
jointly trained to achieve a unified system 
objective. 

Limited Capacity Workspace: 
• A limited capacity workspace may feature a 

restricted activity space or recurrent neural 
networks with attractor dynamics. 

• Attractor dynamics induce an information 
bottleneck, emphasizing the richness of conscious 
experience. 

Global Broadcast Requirements: 
• All modules are designed to utilize workspace 

representations as input. 
• The workspace must exhibit recurrent properties 

to maintain stable states for global broadcasting. 
Key Query Attention Mechanism: 

• State-dependent attention is essential for querying 
and composing modules to perform complex 
tasks. 

• Key query attention introduces competition 
among modules, optimizing their contributions to 
the workspace. 

Challenges in Module Composition: 
• Training is needed for the workspace to 

effectively recruit modules for complex tasks. 
• The construction of an appropriate training regime 

poses significant challenges for GWT 
implementation. 

Implementation of Perceptual Reality Monitoring: 
• Research indicates no current AI systems meet all 

requirements for perceptual reality monitoring 
theory (PRM). 

• Standard machine learning methods may be 
sufficient for many aspects of the theory's 
implementation. 

Concept of Perceptual Representations: 



• The model requires both first order perceptual 
representations of sensory data and higher order 
representations to determine reliability. 

• Deep learning solutions typically consist of a 
neural network creating perceptual representations 
alongside independent networks evaluating their 
accuracy. 

Training Higher Order Networks: 
• Training the second order networks can utilize 

supervision signals when available to estimate the 
probability of first order representation 
correctness. 

• Ground truth may be acquired through averaging 
representations over time or comparing inputs 
from different sensory modalities. 

Predictability as a Cue: 
• Second order networks can leverage predictability 

of signals to evaluate representation accuracy, 
even lacking direct supervision. 

• The internal control of cognitive processes can 
enhance predictability and consequently affect 
veracity assessments. 

Bayesian Inference in Perception: 
• The model aligns with Bayesian inference views, 

where perception is seen as an inference process 
determining latent variables affecting data 
generation. 

• Generative Flow Networks are among the 
techniques utilized for approximate Bayesian 
inference within deep learning frameworks. 

Role of Consciousness in Perceptual Representations: 
• Perceptual representations from the first order 

system become conscious based on the second 
order network's assessment of their veracity. 

• Conscious experiences may also arise from 
internally generated signals if coherent 
representations are produced. 

Adversarial Methods in Training: 
• Generative Adversarial Networks (GANs) 

represent a method wherein a generator creates 
synthetic data while a discriminator assesses 
authenticity. 

• A GAN-based implementation can facilitate the 
real tagging of representations produced by the 
first order perceptual network. 

Consumer Mechanism for Outputs: 
• Outputs from the metacognitive monitoring 

mechanism serve a belief formation and action 
selection function reliant on accurate first order 
representations. 

• Higher level networks, such as Transformers, can 
process perceptual representations that are tagged 
as real with adaptations for computational goals. 

Integration of Conscious Perspectives: 

• The Transformer architecture maintains a strong 
integration of conscious experiences, even when 
awareness of inaccuracies exists. 

• Real tags in the system modulate how perceptual 
representations influence higher-level 
computations, ensuring perceptual stubbornness. 

Implementation of Attention Schemas: 
• Wilterson and Graziano utilized reinforcement 

learning to develop a neural network that tracks a 
falling ball using an attention schema. 

• The system showed improved performance when 
using an attention schema, emphasizing the 
importance of dynamic attention in task 
execution. 

Advanced Attention Mechanisms: 
• Liu et al. tested various systems incorporating 

multi-head attention layers, which improved 
learning in reinforcement learning environments. 

• The successful implementation of a predictive 
model of attention demonstrated the potential for 
enhancing AI systems' performance in complex 
tasks. 

Agency in Reinforcement Learning: 
• Reinforcement learning serves as a foundational 

mechanism for establishing agency by promoting 
goal-directed actions based on feedback. 

• The ability to learn from interactions emphasizes 
the distinction between RL and other machine 
learning techniques, affirming RL's unique utility 
for agency. 

Flexible Goal Management: 
• Systems exhibiting flexible responsiveness to 

competing goals indicate a higher probability of 
consciousness in AI. 

• Implementing multiple independent reward 
functions allows AI systems to prioritize and 
balance various homeostatic drives effectively. 

Output-Input Models and Embodiment: 
• The embodiment indicator specifies that systems 

should utilize output-input models to enhance 
perception and control. 

• Effective perception involves distinguishing 
sensory changes due to actions versus 
environmental events, which is crucial for 
embodied AI systems. 

Examples of Current AI Implementation: 
• Video prediction tasks illustrate the application of 

forward models, although they do not fully meet 
the requirements for embodied perception. 

• Current AI research includes systems using 
Kalman filtering combined with forward models 
for state estimation and motor control in virtual 
environments. 

Complexities in Assessing AI Systems: 



• Evaluating whether an AI system possesses 
indicator properties is complicated by imprecise 
definitions of these indicators. 

• The opacity of deep learning systems further 
obscures understanding how indicators manifest 
within AI architectures. 

Significance of Transformer Models: 
• Transformer-based models like GPT-3 and GPT-4 

have gained prominence for their exceptional 
language task performance. 

• Their capability has spurred public interest and 
further exploration into the potential of AI in 
natural language processing. 

Global Workspace Theory in AI: 
• Juliani et al. (2022) discuss the implementation of 

a global workspace in AI systems. 
• Transformers and Perceiver architectures exhibit 

some properties of the global workspace. 
Transformer Architecture Overview: 

• Transformers utilize self-attention to integrate 
information from different input positions. 

• The architecture consists of alternating layers of 
attention heads and feedforward layers. 

Residual Stream in Transformers: 
• The residual stream serves as a workspace but 

may not effectively represent a bottleneck due to 
its dimensionality. 

• Transformers lack a true global workspace as the 
architecture does not facilitate information sharing 
between modules. 

Perceiver Architecture Advantages: 
• Perceiver architectures were designed to improve 

upon Transformers by integrating information 
from multiple input modalities. 

• Perceiver IO processes inputs with a latent space 
that enables efficient handling and feedback from 
various modules. 

Limitations of Perceiver Architecture: 
• Despite handling specialized modules, the 

Perceiver still has constraints on input processing 
and requires resets for new tasks. 

• Global broadcast functionality is limited, with 
outputs dependent on specific queries at any given 
moment. 

Embodied Agency in AI: 
• AI systems such as PaLM E and virtual agents 

illustrate indicators of embodied agency. 
• These systems integrate multimodal inputs and 

can perform tasks in real-world contexts. 
PaLM E Capabilities: 

• PaLM E combines text and image processing to 
generate actionable plans through robot control. 

• The architecture allows dynamic updates to plans 
based on environmental feedback, enhancing 
agency. 

Comparison of Agency Indications: 

• PaLM E represents a significant step towards 
integrating perception and action in AI. 

• Other systems also highlight various facets of 
agency and embodiment, crucial for advanced AI 
functionalities. 

Training Mechanisms of PaLM E: 
• PaLM E uses self-supervised learning to predict 

the next token in human strings. 
• The policy unit imitates human visuomotor 

control without learning from feedback. 
Embodiment Challenges: 

• True embodiment requires modeling how outputs 
affect the environment. 

• PaLM E struggles to exhibit this due to its lack of 
end-to-end training. 

Policy Unit as an Agent: 
• The policy unit learns sequences of inputs to 

progress towards specified goals. 
• It may not have true agency due to its inability to 

learn how outputs affect inputs. 
Virtual Rodent and Self-Modeling: 

• The virtual rodent uses RL to control a complex 
avatar, allowing for potential self-modeling. 

• It processes inputs in context, which may support 
its embodiment claims. 

DeepMind’s Adaptive Agents (AdA): 
• AdA is trained in a 3D environment using end-to-

end RL for task learning. 
• It adapts to new tasks quickly but may not 

confront complex challenges akin to natural self-
modeling evolution. 

Consciousness in AI – Under Attribution Risks: 
• Misrecognizing consciousness in AI could lead to 

significant moral and ethical issues. 
• Failing to acknowledge suffering in conscious 

systems may result in serious harms. 
Consciousness and Moral Status: 

• There are philosophical debates on the 
relationship between consciousness and moral 
status. 

• Conscious entities capable of suffering may 
deserve moral consideration. 

Communication of Consciousness Recognition: 
• Researchers must clearly communicate the 

potential for conscious AI to prevent suffering. 
• Conceptual distinctions between consciousness 

and conscious suffering need clarification. 
Complexity of AI Consciousness: 

• AI systems may not have valenced conscious 
experiences, which are essential for moral 
consideration. 

• The distinction between sentient and non-sentient 
AI is crucial for understanding their moral status. 

Under and Over Attribution Risks: 
• Under-attributing consciousness to AI may lead to 

ignoring the suffering of conscious beings. 



• Over-attributing consciousness could misallocate 
resources and distract from human needs. 

Human Tendency to Anthropomorphize: 
• Humans often incorrectly attribute mental states to 

AI, influenced by evolutionary factors. 
• Anthropomorphism can lead to misinterpretations 

of AI behavior, causing confusion. 
The Intentional Stance: 

• People use the 'intentional stance' to predict AI 
behavior, attributing desires or beliefs to them. 

• This cognitive strategy enhances interaction but 
may lead to misconceptions about AI capabilities. 

Factors Influencing Anthropomorphism: 
• Physical appearance and behavior of AI can 

predispose individuals to assign consciousness. 
• Emotional needs and social interaction desires can 

amplify the tendency to attribute human-like 
traits. 

Consequences of Over Attribution: 
• Weak evidence for AI consciousness can 

undermine claims about genuinely conscious 
systems. 

• Misjudgments may complicate ethical frameworks 
for AI development and societal benefit. 

Link Between Consciousness and Capabilities: 
• Consciousness is often tied to enhanced 

capabilities in animals; similar might apply in AI. 
• The evolution of AI design may differ from 

biological constraints, making consciousness less 
predictable. 

Research Imperatives: 
• Understanding AI's potential for consciousness is 

essential as AI technology advances. 
• Continued research is crucial to prevent errors in 

attributing or denying consciousness to AI. 
Conceptual Understanding of Consciousness: 

• Consciousness is defined as having subjective 
experiences, not necessarily aligned with human 
motives or emotions. 

• Conscious experiences may exist without valence, 
suggesting potential variances from human 
emotional triggers. 

Theories of Consciousness: 
• Most theories, such as Global Workspace Theory 

(GWT) and Predictive Representational Models 
(PRM), do not assert that consciousness implies 
human-like motivations. 

• Attention Schema Theory (AST) suggests that 
conscious AI could model attention and support 
empathetic behavior, but stresses that 
consciousness is not the sole basis for empathy. 

AI and Social Implications: 
• Concerns about AI influence on societal structures 

do not depend on whether AI systems are 
conscious. 

• Debates around AI's potential for existential risk 
are based on capabilities rather than 
consciousness. 

Practical Recommendations on AI Consciousness: 
• Several authors advocate cautious approaches 

regarding conscious AI development and 
regulation. 

• Research on consciousness and AI should be 
prioritized, focusing on both theoretical 
frameworks and empirical evidence. 

Research Areas for AI Consciousness: 
• Expanding theories of consciousness to include 

non-human animals can inform the understanding 
of consciousness in AI. 

• Future research should refine assessment methods 
for potential consciousness in AI systems. 

Valence in Conscious Experiences: 
• Exploring valenced consciousness is crucial as it 

could have moral implications for AI. 
• Building computational theories of valence may 

yield insights into AI's capacity for experiencing 
emotions. 

AI Interpretability and Research Challenges: 
• Understanding how complex AI systems function 

is essential for consciousness research. 
• Improving AI interpretability can support broader 

research, including consciousness studies. 
Behavioral Testing Considerations: 

• Despite skepticism, developing better behavioral 
tests for AI consciousness remains a valuable 
pursuit. 

• Effective behavioral tests may integrate 
theoretical insights and offer practical evaluation 
methods. 

Understanding AI Consciousness: 
• Research aims to uncover mechanisms behind 

consciousness in AI. 
• Developing introspective AI systems could lead to 

insights on their own consciousness. 
Ethics in AI Research: 

• Investigating AI consciousness presents ethical 
concerns regarding creating conscious AI. 

• The risks must be balanced against the benefits of 
understanding AI consciousness. 

Glossary of Key Terms: 
• Definitions provided include theories like 

Attention Schema Theory (AST) and Global 
Workspace Theory (GWT). 

• Terms cover various cognitive processes and 
concepts relevant to AI and consciousness. 

Consciousness Concepts: 
• Access consciousness relates to cognitive tasks 

like reasoning and action. 
• Phenomenal consciousness differs from functional 

consciousness. 
Learning and Processing in AI: 



• Concepts such as reinforcement learning and 
classical conditioning are essential in 
understanding AI behavior. 

• Algorithmic recurrence plays a key role in neural 
processing within AI systems. 

Perception and Attention in AI: 
• AI utilizes mechanisms like feature extraction and 

binding for visual processing. 
• Key query attention helps in selecting relevant 

information across AI subsystems. 
Metacognition and Self-Assessment: 

• Metacognition involves awareness and evaluation 
of one's cognitive processes. 

• Monitoring cognitive reliability is pivotal in both 
AI and human cognition. 

Implications for Future Research: 
• Continued exploration of AI consciousness could 

reshape our understanding of intelligence. 
• Research findings may influence ethical 

frameworks surrounding advanced AI 
technologies. 

Artificial Consciousness Feasibility: 
• Explores the potential of creating artificial 

consciousness using insights from neuroscience. 
• Addresses the challenges and limitations faced in 

understanding consciousness through artificial 
means. 

Global Workspace Theory: 
• Introduces Baars' Global Workspace Theory as a 

framework for understanding consciousness. 
• Highlights its relevance in cognitive science and 

its implications for both human and artificial 
consciousness. 

Neuroscience Perspectives: 
• Analyzes various paradigms in neuroscience 

related to consciousness studies. 
• Discusses the implications of neurological 

findings for theories of mind and consciousness. 
Multimodal Integration in Consciousness: 

• Examines how multimodal data fusion supports 
the understanding of consciousness. 

• Investigates the role of sensory integration in 
formulating conscious experiences. 

Animal Consciousness Insights: 
• Evaluates consciousness dimensions in animals, 

drawing from cognitive studies. 
• Explores links between animal cognition and 

human consciousness conceptions. 
Theories and Models of Consciousness: 

• Outlines various theories such as higher-order 
theories and the HOROR theory. 

• Discusses how these models help clarify the 
understanding of consciousness. 

Implications for Machine Learning: 
• Discusses the interface between consciousness 

studies and advancements in machine learning. 

• Proposes that understanding consciousness may 
enhance artificial intelligence capabilities. 

Philosophical Considerations: 
• Incorporates philosophical questions surrounding 

consciousness and its characteristics. 
• Analyzes implications for moral philosophy 

regarding artificial entities and animals. 
Exploring Consciousness: 

• The ongoing debate regarding the consciousness 
of large language models raises questions about 
the nature of consciousness itself. 

• Philosophical discussions differentiate between 
machine capabilities and human-like 
consciousness. 

Theoretical Foundations: 
• Key theories of consciousness include global 

workspace and integrated information theories, 
each offering unique insights. 

• Contributions from various scholars highlight the 
complexity and multifaceted nature of 
consciousness. 

Empirical Research: 
• Experimental approaches provide evidence for 

understanding conscious processing and its neural 
correlates. 

• Cognitive neuroscience frameworks have been 
developed to interpret subjective experiences 
scientifically. 

Anthropomorphism in AI: 
• The tendency to anthropomorphize machines 

influences perceptions of their consciousness 
capabilities. 

• Understanding the psychological factors in 
perception aids in distinguishing machine 
functions from human attributes. 

Cognitive Extension and Agency: 
• Research on cognitive extension offers insights 

into how consciousness may be distributed across 
systems. 

• Agency has been a topic of interest in exploring 
the boundaries of machine learning's cognitive 
capabilities. 

Emotional and Relational Aspects: 
• Consciousness research also delves into emotional 

responses and their implications for understanding 
agency. 

• Relational understanding in AI is tested through 
innovations like text-guided image generation. 

Machine Learning Advances: 
• New models, like PaLM and its multimodal 

capabilities, are examined for their implications 
on consciousness. 

• The evolution of language models suggests a 
potential for emergent properties akin to 
conscious behaviors. 

Future Directions: 



• The study of machine consciousness remains an 
evolving field with significant theoretical and 
practical implications. 

• Interdisciplinary approaches combining 
philosophy, cognitive science, and AI research 
will shape the discourse. 

Generative Adversarial Networks (GANs): 
• Introduced by Goodfellow et al., GANs 

revolutionized machine learning by enabling 
systems to generate realistic synthetic data. 

• GANs involve a dual training mechanism of a 
generator and a discriminator, enhancing model 
performance through adversarial processes. 

Consciousness and Its Origins: 
• Ginsburg and Jablonka explore the evolutionary 

basis of consciousness, linking it to learning 
mechanisms in organisms. 

• The debate on whether a machine can attain 
consciousness emphasizes the complexity of 
understanding subjective experience. 

Neuroscience-Driven AI: 
• Hassabis et al. highlight how insights from 

neuroscience can lead to advanced AI systems that 
mimic human cognitive functions. 

• Integrating biological principles into AI design 
aims to produce more sophisticated models that 
operate akin to the human brain. 

Animal Intentionality: 
• Heyes and Dickinson discuss the intentionality 

behind animal actions, suggesting parallels in 
robotic behavior. 

• Examining how animals perceive and react can 
inform AI development, especially in social 
robotics. 

The Binding Problem: 
• Greff et al. address the binding problem in neural 

networks, a critical challenge in replicating human 
visual perception. 

• Understanding how neural connections integrate 
information can improve AI's ability to process 
complex stimuli. 

Attention Schema Theory: 
• Graziano proposes the Attention Schema Theory 

to explain consciousness as a representation of 
attention processes. 

• This framework might inform future AI models 
that aim to simulate aspects of conscious 
awareness. 

Ethics in AI Development: 
• The ethical implications of creating conscious AI 

are explored by Johnson, emphasizing potential 
risks and responsibilities. 

• As machines become more advanced, addressing 
ethical concerns around consciousness and agency 
becomes paramount. 

Cognitive Architecture Advancements: 

• Jaegle et al. introduce the Perceiver architecture, 
designed to process diverse input types through 
attention mechanisms. 

• This architecture aims to unify cognitive 
processes and improve efficiency in AI systems, 
blurring lines between cognitive functions. 

Evolution of Consciousness Understanding: 
• Recent studies examine how neuroscience shapes 

our understanding of consciousness and its 
implications. 

• There's a growing emphasis on integrating 
cognitive neuroscience with philosophical insights 
to decode subjective experiences. 

Visual Consciousness Research: 
• Visual functions play a critical role in generating 

conscious perception, as evidenced by various 
experiments. 

• Research explores the correlation between brain 
activity and visual experiences, revealing insights 
into conscious awareness. 

Internal Models and Conscious Awareness: 
• Internal models are crucial for predicting sensory 

inputs and guiding behavior, highlighting their 
relationship with conscious processing. 

• Studies indicate that internal models contribute 
significantly to our understanding of perception 
and consciousness. 

Attention Mechanisms in Consciousness: 
• Attention is a vital component of consciousness, 

aiding in selective focus on specific stimuli while 
ignoring others. 

• Neuroscience research unveils the neural 
pathways involved in directing attention, 
reinforcing its role in conscious experience. 

Higher Order Theories of Consciousness: 
• Higher order theories propose that consciousness 

arises from representations of mental states rather 
than direct sensory experiences. 

• Empirical evidence supports these theories, 
providing a framework for understanding self-
awareness and reflective consciousness. 

Role of the Prefrontal Cortex: 
• The prefrontal cortex is instrumental in conscious 

perception and decision-making, underscoring its 
significance in cognitive functions. 

• Research highlights its involvement in the 
integration of sensory information leading to 
conscious awareness. 

Challenges in Consciousness Studies: 
• The complexity of consciousness poses significant 

challenges for researchers aiming to create 
comprehensive theories. 

• Debates around methodologies and interpretations 
continue to shape the landscape of consciousness 
research. 

Convergence of AI and Consciousness Research: 



• The intersection of artificial intelligence and 
consciousness studies is paving new paths for 
understanding cognitive functions. 

• Exploring synthetic consciousness raises ethical 
considerations and challenges in defining moral 
status in AI. 

Consciousness Mechanisms: 
• Explores Integrated Information Theory 3.0 and 

its implication for understanding consciousness. 
• Connects phenomenology to neurological 

mechanisms for deeper insights into conscious 
experience. 

AI Interpretability: 
• Discusses the foundational concepts necessary for 

understanding and interpreting AI behavior. 
• Highlights the importance of transparency in AI 

systems to enhance interpretability. 
Contrastive Predictive Coding: 

• Introduces representation learning through 
contrastive predictive coding as a method for 
improved learning efficiencies. 

• Emphasizes the role of predictive models in 
understanding human-like cognitive functions. 

Vision and Consciousness: 
• Presents a sensorimotor approach to link visual 

consciousness to perceptual processes. 
• Examines the role of neuronal activity in 

reflecting conscious perception. 
Cognitive Science Frameworks: 

• Reviews approaches to understanding the 
interplay between consciousness and cognitive 
processes. 

• Proposes novel frameworks to analyze 
consciousness from both philosophical and 
scientific perspectives. 

Temporal Dynamics of Consciousness: 
• Investigates the relationship between time 

perception and conscious experience. 
• Highlights the complexity of memory's role in 

shaping temporal consciousness. 
Ethics of AI Consciousness: 

• Discusses the implications of AI possessing 
knowledge or consciousness, raising ethical 
considerations. 

• Explores rights and moral status related to 
artificial intelligences. 

Theories of Consciousness: 
• Summarizes diverse theories surrounding the 

understanding of consciousness. 
• Critically evaluates the claims of various 

philosophical perspectives on consciousness. 
Overview of Reinforcement Learning: 

• Discusses principles and methods in 
reinforcement learning as outlined by R. & Barto. 

• Explores the significance of this learning 
paradigm in artificial intelligence applications. 

Consciousness Studies: 
• Highlights various perspectives on consciousness 

as reviewed by Sytsma and Tye. 
• Presents ongoing debates and methodologies in 

understanding consciousness. 
Sensorimotor Experience: 

• Thompson examines the enactive approach to 
experience and its implications. 

• Discusses how sensorimotor subjectivity shapes 
our understanding of perception. 

Attention Schema Theory: 
• Webb & Graziano introduce the attention schema 

theory as a mechanism for awareness. 
• Explores its relevance in neuroscience and AI 

contexts. 
Language Models and AI: 

• Thoppilan et al. present LaMDA, a language 
model for dialogue applications. 

• Highlights advancements in neural network 
approaches to natural language processing. 

Predictive Processing Framework: 
• Whyte integrates global neuronal workspace into 

predictive processing frameworks. 
• Proposes new hypotheses regarding consciousness 

and cognition. 
NeuroAI Revolution: 

• Zador et al. discuss the evolution of AI alongside 
insights from neuroscience. 

• Examines the potential breakthroughs in 
technology through the NeuroAI lens. 

 


